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Abstract: The identification and detection of hand motions is the focus of this project. Using a web camera, hand gesture 

photographs are captured. These images are then compared to database images, with the best match returned. In order to create 

user-friendly interfaces, gesture recognition is one of the most important strategies. For instance, a robot that can identify hand 

gestures can accept commands from people. Similarly, a robot that can understand sign language would enable people who are 

deaf or hard of hearing to communicate with it. Recognition of hand gestures may make it possible to use a controller-free 

application to interact with the system by gestures rather than words. Such an algorithm must be more resilient to consider the 

plethora of alternative hand locations in three-dimensional space. Using a webcam and computer vision technologies, such as 

image processing, that can recognize multiple movements for use in computer interface interaction, this research proposes a 

method for developing a real-time hand gesture recognition system based on “Vision-Based.” Real-time hand gesture 

recognition has a wide range of practical applications since it can be utilized practically wherever that computer is used. We 

can open various programs in this project, including word processing and notepad. We used the convolutional neural network 

approach based on finger curves to invoke apps error-free. 
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Sign language recognition is translating the user’s gestures and signs into text. It aids those who are unable to interact with the 

general populace. The motion is mapped to relevant text in the training data using image processing techniques and neural 

networks, converting raw images/videos into legible text.  It happens often that people who are dumb are unable to communicate 

normally with other members of society [11]. Because most people only recognize a small number of their gestures, it has been 

observed that they occasionally struggle to communicate with regular people who are deaf or have hearing loss and must rely 

on visual communication most of the time because they are unable to communicate verbally. Sign language serves as the 

primary means of communication for the deaf and dumb community [12]. It uses visual cues to communicate, yet its syntax 

and vocabulary are similar to any other language. The problem occurs when deaf or stupid persons attempt to use this grammar 

in sign language to communicate with others. This is because most individuals are unaware of the basic principles of grammar 

[14].  

 

Because of this, it has been noted that a dumb person can only communicate with members of their own family or the deaf 

community. Sign language is important because of the growing public acceptance and sponsorship of worldwide initiatives. In 

this day of technology, a computer-based solution is much sought after by the non-intelligent population. Teaching a computer 

to recognize human gestures, voice, and facial emotions is one step toward achieving this aim. Gestures are used to convey 

information nonverbally [13]. A human being can make endless gestures at any one time. Since human motions are seen through 

vision, computer vision researchers are especially interested in them. The project aims to develop an HCI that can recognize 

human motions. A complex programming process is required to translate these movements into machine code [17]. This study 

mainly focuses on Image Processing and Template Matching for improved output production [15]. Sign language recognition 

is translating the user’s gestures and signs into text. It aids those who are unable to interact with the general populace [18].  

 

The motion is mapped to relevant text in the training data using image processing techniques and neural networks, converting 

raw images/videos into legible text [21].  It happens often that people who are dumb are unable to communicate normally with 

other members of society [20]. Because most people only recognize a small number of their gestures, it has been observed that 

they occasionally struggle to communicate with regular people [19]. People who are deaf or have hearing loss must rely on 

visual communication because they cannot communicate verbally. Sign language serves as the primary means of 

communication for the deaf and dumb community [10]. Like other languages, it uses grammar and vocabulary but 

communicates visually [16]. 

 

The problem occurs when deaf or stupid persons attempt to use this grammar in sign language to communicate with others. 

This is because most individuals are unaware of the basic principles of grammar [22]. Because of this, it has been noted that a 

dumb person can only communicate with members of their own family or the deaf community. Sign language is important 

because of the growing public acceptance and sponsorship of worldwide initiatives [24]. Nowadays, the technologically 

illiterate populace is much sought after a computer-based solution. Teaching a computer to recognize human gestures, voice, 

and facial emotions is one step toward achieving this aim. Gestures are used to convey information nonverbally [25]. A human 

being can make endless gestures at any one time. Since human motions are seen through vision, computer vision researchers 

are especially interested in them. This research aims to develop an HCI that can recognize human motions [26]. A complex 

programming process is required to translate these movements into machine code. This study mainly focuses on Image 

Processing and Template Matching for improved output production [23]. 

 

2. Literature Review 

   

Halder and Tayade [1] present an approach that uses Media Pipe’s open-source framework and machine learning algorithm to 

simplify the process of Sign Language Recognition. The predictive model is portable and compatible with various smart device 

types. Several sign language datasets, including Turkish, Indian, Italian, and American, are used for training to assess the 

framework’s performance. The suggested model has an accuracy of 99% on average, making it reliable, accurate, and efficient. 

This technology is more convenient and comfortable since it provides real-time precise identification utilizing the Support 

Vector Machine (SVM) algorithm without needing wearable sensors. 

  

Luqman [2] explored the following study as primary contributions: In order to recognize sign language 120, we suggest using 

a trainable deep learning network that can efficiently extract 121-spatiotemporal information from a small number of sign 

frames. 122 We create a hierarchical sign learning model in which three networks—dynamic motion network 125 (DMN), 

accumulative motion network (AMN), and sign 126 recognition network (SRN)—are used to learn the spatial and temporal 

characteristics of the sign 124 gesture. 127We put up a method to identify 128 significant sign postures in addition to the 

dominant one. This method aids in addressing the 129 variants of the sign samples. 

 

Sayed and El-Alfy [3] said that an extensive and current overview of the state-of-the-art literature on automated sign language 

processing is provided in this work. This study aims to present a thorough overview and taxonomy of the most advanced sign 

language recognition systems available. It examines a range of sign language-related topics and methods. In addition, it reviews 
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the most widely used resources for sign language recognition and includes recent developments, such as deep learning. It details 

the openly accessible datasets utilized in the relevant studies. 

 

Papastratis et al. [4] suggested network architecture comprises a discriminator that assesses the quality of the generator’s 

predictions by modelling text information at the sentence and gloss levels and a generator that detects sign language glosses by 

extracting spatial and temporal features from video sequences. Using the RWTH-Phoenix-Weather-2014, Chinese Sign 

Language (CSL), Greek Sign Language (GSL), and Signer Independent (SI) datasets, our suggested approach produced word 

error rates of 23.4%, 2.1%, and 2.26%, respectively. 

   

Subramanian et al. [5] suggested that the MOPGRU model had higher learning efficiency, faster convergence, and improved 

prediction accuracy than previous sequential models. In response to these shortcomings, we developed the MOPGRU SLR 

system, which reduces the issue of hand occlusion and lowers learning efficiency by modifying the update gate’s output through 

the reset gate coupled with the MediaPipe Holistic pipeline29, an open-source framework.    

    

A system for hand-only recognition of 36 static PSL alphabets is proposed by Shah et al. [6]. This dataset was derived from 

videos that focus on sign language. Afterwards, four features derived from vision are obtained: a histogram with orientated 

gradients, a local binary pattern, a robust feature with faster performance, and an edge-oriented histogram. Separate 

classifications for each extracted attribute are performed using support vector machines (SVMs) equipped with multiple kernel 

learning (MKL). We integrated the fundamental binary SVM into the multi-class SVM using a one-to-all method. 

    

To this day, the deaf community and the broader public still face the communication barrier that Sharma and Kumar [7] 

describe. Modern tools that can capture gesture data more readily are increasingly accessible; examples are Kinect, EMG, and 

LMC. Shrinkage of images before subsequent stages and the application of the median and Gaussian filters are examples of 

common pre-processing procedures. Skin tone segmentation is a popular segmentation method. When it comes to lighting, the 

CIE Lab, YCbCr, and HSV colour spaces tend to hold up better. 

    

A number of computer vision-based methods for sign language recognition have been experimentally compared and evaluated 

by Adaloglou et al. [8]. Using cutting-edge deep neural network methods, this area conducts a thorough assessment of many 

publically accessible datasets. By converting unsegmented video streams into glosses, this study hopes to illuminate the field 

of sign language recognition. This means that repeated and interpretable outcomes from SL experiments are very rare. 

 

3. Methodology 

    

Sign Language is a gesture-based language that uses hand movements, hand orientation, and facial expression instead of 

auditory sound patterns. This language has varied patterns based on the individual and is not universal. However, Deaf-mute 

people are finding it harder to communicate without the help of a translation because most people aren’t familiar with sign 

language [27]. They feel as though they are being avoided. In order to communicate with those who are deaf-mute, Sign 

Language Recognition has gained widespread acceptance. There are two recognition models: sensor-based and computer 

vision-based systems. In computer vision-based gesture recognition, the camera is used as an input source, and input motions 

are the first image processed before being recognized (Figure 1).  

 

 
 

Figure 1: Architectural Diagram of Proposed Methodology 
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After that, several methods are employed to identify the processed gestures, including the region of interest algorithm and 

neural network approaches [28]. A vision-based system for recognizing sign language has the fundamental drawback of its 

picture collection process being vulnerable to several environmental factors, including background circumstances, lightning 

sensitivity, and camera positioning [30]. That said, it is more affordable and practical than using a camera and tracker to gather 

information. However, Neural Network methods like the Hidden Markov Model are combined with camera data for greater 

accuracy [29]. 

 

3.1. Hand Image Acquisition 

 

In everyday situations, hand gestures are a natural means of communication primarily utilized by those who struggle with 

speech or hearing. Nonetheless, there are several use cases for gesture-based human-computer interface systems. We can enter 

hand photos captured by a real-time camera into this module. The system can be linked to the built-in camera. For many years, 

gesture recognition has been a popular issue. These days, there are two main techniques for gesture recognition. One is based 

on professional electromagnetic gloves or other wearable equipment. In the other, computer vision is employed. The film 

industry is the primary user of the former. Although it is expensive and useless in some environments, it functions well. In the 

latter, image processing is involved. Nonetheless, the ability to recognize gestures solely using the attributes derived by image 

processing is very restricted. Image of the hand taken using a webcam [31]. The web camera’s function is to record hand 

gestures made by people and save their images for later use. The package called Python framework is used to store images in 

memory. 

 

3.2. Binarization 

 

Detecting changes in image sequences is one of the main objectives of computer vision and image processing: background 

removal. Any method that enables the foreground of an image to be extracted for additional processing (such as object 

recognition) is known as background removal. Since the things in the foreground of an image are its regions of interest—

people, cars, text, etc. Many applications simply need to know about changes in the scene, not the entire movement evolution 

in a video series. Following the picture pre-processing stage (which could involve post-processing such as morphology and 

image demonising), object localization—which could involve the application of this technique is necessary? Identifying the 

foreground to distinguish these alterations occurring in the foreground of the background. It is a collection of methods that 

usually evaluate the real-time video sequences captured by a stationary camera.  

 

All detection methods work by modelling the image’s background, that is, by setting the background and identifying the 

changes that take place. It can be quite challenging to define when the background is made up of forms, shadows, and moving 

things. It is believed that the stationary items may change colour and intensity over time while establishing the background. 

The situations in which these methods are useful are often quite varied. Sequences with extreme variations in lighting, interiors, 

exteriors, quality, and noise are possible. Systems must be able to process information in real-time and adjust to these changes. 

Apply the methods to separate the foreground from the background image. By applying the Binarization technique, background 

and foreground values are assigned. Foreground pixels are identified in real-time environments. 

 

3.3. Region of Finger Detection 

 

The technique of dividing a digital image into several parts is known as segmentation. In another way, segmentation is the 

process of organizing pixels into distinct groups. Image segmentation gives each pixel in an image a label, so those pixels share 

certain visual traits. Segmenting a picture into meaningful structures is a crucial first step in many image-processing tasks, such 

as object representation, visualization, and image analysis. However, splitting a satellite image into distinct textured areas or 

clusters is challenging. It is unknown beforehand what kinds of textures are present in a satellite image, their quantity, and 

which areas are covered by a particular texture. Both supervised and unsupervised segmentation strategies can be used to 

complete the monitoring assignment. A portion of an image or dataset selected for a specific objective is known as a region of 

interest (ROI). Put otherwise, a region of interest (ROI) is a picture section that must be filtered or subjected to another process. 

 

3.4. Classification of Finger Gestures 

 

Because artificial neural networks (ANNs) can learn, they may be trained to identify patterns, solve problems, predict the future, 

and categorize data. CNN’s application for traffic-related duties is well established. The connections between the various 

computational components of a neural network and the weights or connections between them determine how the network learns 

and behaves. When the network is trained using a given learning algorithm, these weights can be automatically changed until 

the network completes the required task accurately. CNN is a machine learning technique that employs known datasets, 

sometimes called training datasets, as part of supervised learning. These well-known variables aid CNN’s prediction-making. 

The essential elements of a training dataset are input data and response values. Using larger training datasets is the greatest 
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technique for having stronger prediction power and the generalisation capacity for multiple new datasets. The convolutional 

neural network approach can be used to classify the fingers. CNN is a popular artificial neural network training technique that 

minimizes the goal function. It is an extension of the delta rule and a supervised learning technique. A dataset with the intended 

result for various inputs is needed to create the training set. It is most useful for feed-forward networks (networks with no 

feedback or simply no connections that loop).  

 

Steps in the CNN algorithm 

 

• Step 1:  Randomly initialize the weights and biases.  

• Step 2:  Feed the training sample.  

• Step 3: Propagate the inputs forward; compute the net input and output of each unit in  

• the hidden and output layers.  

• Step 4: Back propagate the error to the hidden layer.  

• Step 5: Update weights and biases to reflect the propagated errors.  

• // The weights and biases of the network are automatically adjusted via mathematical  

• // processes called training and learning functions. 

• Step 6: Terminating condition. 

 

3.5. Sign Recognition 

     

Sign language is a systematized set of code motions with distinct meanings [9]. For people who are deaf, the sole means of 

communication is sign language. Numerous techniques have been developed as science and technology have progressed to 

alleviate the problem of deaf people and apply them in various businesses. Based on the classification of sign qualities, label 

the signs with a greater accuracy rate. 

   

3.6. Support Vector Machine 

 

For problems involving regression and classification, Support Vector Machines (SVM) is a potent and adaptable supervised 

machine learning technique. SVM, created in the 1990s by Vladimir Vapnik and his associates, has become quite popular 

because of its capacity to handle high-dimensional data and offer reliable results across a range of areas. SVM is a binary 

classification technique that determines the best hyperplane in the feature space to divide various classes. The data points 

necessary to determine a hyperplane are called “support vectors”. The method seeks to raise each category’s margin, or the 

separation between the nearest data points and the hyperplane. 

 

When there is no linear data separability, SVM performs especially well. Using a method known as the kernel trick, SVM can 

solve this problem by implicitly transforming the input data into a higher-dimensional space, which facilitates the identification 

of a separating hyperplane. Image classification, text categorization, bioinformatics, and other fields can all benefit from the 

versatility and flexibility of SVM. With its versatility in handling both linear and non-linear relationships for data, SVM’s 

robustness is a major factor in its appeal within the machine learning community (Figure 2). 

 

 
 

Figure 2: Learning Process of Support Vector Machine 

 

17



 

Vol. 2, No.1, 2024  

3.7. Convolutional Neural Network 

 

The convolutional layer is the core component of a CNN and is where most of the processing takes place. In order to find 

particular features in an input image, this layer moves across its receptive field using a filter, or kernel, which is a tiny matrix 

of weights.  

 

Initially, the kernel is slid across the width and height of the image, and after several rounds, it is finally swept across the 

complete image. A dot product is computed at every place between the kernel weights and the image’s pixel values underneath 

the kernel. This process converts the original image into a collection of convolved features, also known as feature maps, each 

showing the existence and intensity of a different feature at different locations throughout the image (Figure 3). 

 

 
 

Figure 3: Learning Process of Convolutional Neural Network 

 

4. Result and Discussions 

 

The sign facts obtained from key feature datasets in experimental outcomes are used to gauge how beneficial the recommended 

approach is. F-measure, Recall, and Precision assess the system’s performance. 

 

Precision =
TP

TP+FP
 

Recall =
TP

TP+FN
 

F measure = 2* 
Precision∗Recall

Precision+Recall
 

 

Accuracy (ACC) is the fraction of the total number of perfect predictions to the total test data. It can also be represented as 1 – 

ERR. The finest possible accuracy is 1.0, whereas the very worst is 0.0.  

 

ACC =  
TP+TN

TP+TN+FN+FP
 x 100 

 

Figure 4 presents a comparison of accuracy between two machine learning algorithms, namely Support Vector Machine (SVM) 

and Convolutional Neural Network (CNN). The bar chart visually emphasizes the performance difference in accuracy achieved 

by each algorithm. On the x-axis, the two ML algorithms (SVM and CNN) are labelled, while the y-axis represents the accuracy 

percentage achieved by each. In Figure 4, SVM demonstrates an accuracy of 85.7%, signifying a moderately high level of 

performance for certain types of machine learning tasks.  

 

However, CNN, a more advanced deep learning model known for its capability to handle complex image data, outperforms 

SVM with an impressive accuracy of 97%. This stark difference in accuracy indicates the superior ability of CNN to learn and 

generalise from the data, which is likely due to its deep network architecture that can capture intricate patterns within the input 

data. 
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Figure 4: Accuracy Comparison of ML algorithms 

 

The bar heights clearly represent this disparity, with the CNN bar reaching substantially higher than the SVM bar. This 

visualization illustrates the impact of model selection on achieving high performance, especially in tasks where data complexity 

demands deeper learning architectures. The accuracy labels atop each bar further emphasize the numeric difference, making it 

clear to viewers that CNN offers a significant improvement over SVM in terms of predictive accuracy in this specific context. 

Given the visual clarity and the straightforward comparison, this figure is useful for presentations or reports where a quick and 

effective demonstration of model performance is required.  

 

The choice of blue shading adds a visual appeal, while the 3D effect of the bars provides a modern look, enhancing the 

interpretability of the data. This figure serves as a compelling argument for favouring CNN over SVM for applications requiring 

high accuracy, especially in fields where data complexity necessitates advanced pattern recognition capabilities, such as image 

classification, object detection, and other computer vision tasks. 

 

If a more comprehensive figure is needed based on this design, it could include additional model comparisons or alternative 

evaluation metrics like precision, recall, or F1-score to provide a fuller picture of each model’s performance. Adding these 

elements would deepen the analysis and offer a more nuanced understanding of the advantages and limitations of each algorithm 

in different performance aspects. 

 

Table 1: Comparison of Accuracy of ML classifiers 

 

ML Classifier Accuracy 

SVM 85.7% 

CNN 97% 

 

Table 1 shows the experimental results of the proposed methodology. The findings show that a Convolutional Neural Network 

gives an accuracy of 97% compared to a Support Vector Machine, which produces an accuracy of 85.7%. 

 

 

5. Conclusion 

 

One of a person’s greatest resources is seeing, hearing, speaking, and responding appropriately to circumstances. However, 

some unfortunate people are not afforded this opportunity. People get to know one another better when they exchange thoughts, 

viewpoints, and experiences with those in their immediate vicinity. The best way to accomplish this is to have the gift of 

“Speech,” but there are other ways. Everyone is fairly adept at comprehending and expressing their views to one another through 

speech. Our programme intends to bridge the communication gap for blind individuals by including a low-cost laptop in the 

communication process. The laptop can recognise, capture, and convert sign language into voice. The handcrafted motions are 

identified in this article using picture analysis. A modern integrated planning system for people with hearing impairments is 

demonstrated using this program. The webcam zone of concern could be useful for collecting data about the patient. Each deed 

would have inherent significance. 

 

 

Acknowledgement: I am deeply grateful to the SRM Institute of Science and Technology, Ramapuram, Chennai, Tamil 

Nadu, India. 

19



 

Vol. 2, No.1, 2024  

Data Availability Statement: The data for this study can be made available upon request to the corresponding author. 

 

Funding Statement: This manuscript and research paper were prepared without any financial support or funding 

 

Conflicts of Interest Statement: The authors have no conflicts of interest to declare. This work represents a new contribution 

by the authors, and all citations and references are appropriately included based on the information utilized. 

 

Ethics and Consent Statement: This research adheres to ethical guidelines, obtaining informed consent from all participants.  

 

References 

 

1. A. Halder and A. Tayade, “Real-time Vernacular Sign Language Recognition using Media Pipe and Machine 

Learning”,” International Journal of Research Publication and Reviews, vol. 2, no. 5, pp. 9–17, 2021.  

2. H. Luqman, “An efficient two-stream network for isolated sign language recognition using accumulative video 

motion,” IEEE Access, vol. 10, no. 9, pp. 93785–93798, 2022.  

3. M. Sayed and H. El-Alfy, “A comprehensive survey and taxonomy of sign language research,” Engineering 

Applications of Artificial Intelligence, vol. 114, no.9, p. 105198, 2022.  

4. I. Papastratis, K. Dimitropoulos, and P. Daras, “Continuous sign language recognition through a context-aware 

generative adversarial network,” Sensors (Basel), vol. 21, no. 7, p. 2437, 2021. 

5. B. Subramanian, B. Olimov, S. M. Naik, S. Kim, K.-H. Park, and J. Kim, “An integrated mediapipe-optimized GRU 

model for Indian sign language recognition,” Sci. Rep., vol. 12, no. 1, p. 11964, 2022.  

6. F. Shah, M. S. Shah, W. Akram, A. Manzoor, R. O. Mahmoud, and D. S. Abdelminaam, “Sign language recognition 

using multiple kernel learning: A case study of Pakistan sign language,” IEEE Access, vol. 9, no. 5, pp. 67548–67558, 

2021.  

7. S. Sharma and K. Kumar, “ASL-3DCNN: American sign language recognition technique using 3-D convolutional 

neural networks,” Multimed. Tools Appl., vol. 80, no. 17, pp. 26319–26331, 2021.  

8. N. Adaloglou et al., “A comprehensive study on deep learning-based methods for sign language recognition,” IEEE 

Trans. Multimedia, vol. 24, no. 5, pp. 1750–1762, 2022. 

9. Agelos and P. Maragos, “Independent Sign Language Recognition with 3D Body, Hands, and Face Reconstruction”. 

In proceedings of ICASSP 2021 - 2021 IEEE International Conference on Acoustics, Speech and Signal Processing 

(ICASSP) Ontario, Canada, 2021. 

10. I. Elouariachi, R. Benouini, K. Zenkouar, A. Zarghili, and H. El Fadili, “Explicit quaternion krawtchouk moment 

invariants for finger-spelling sign language recognition,” in 2020 28th European Signal Processing Conference 

(EUSIPCO), Amsterdam, Netherlands, 2021. 

11. A. Arshad, Z. M. Hanapi, S. Subramaniam, and R. Latip, “A survey of Sybil attack countermeasures in IoT-based 

wireless sensor networks,” PeerJ Computer Science, vol. 7, no.2, p. e673, 2021. 

12. A. J. Jabir, S. K. Subramaniam, Z. Z. Ahmad, and N. A. W. A. Hamid, “A cluster-based proxy mobile IPv6 for IP-

WSNs,” EURASIP Journal on Wireless Communications and Networking, vol. 2012, no.1, pp. 1-17, 2012. 

13. A. Saif, M. Othman, S. Subramaniam, and N. A. W. A. Hamid, “An enhanced A-MSDU frame aggregation scheme 

for 802.11n wireless networks,” Wireless Personal Communications, vol. 66, no.1, pp. 683-706, 2012. 

14. A. Shokripour, M. Othman, H. Ibrahim, and S. Subramaniam, “New method for scheduling heterogeneous multi-

installment systems,” Future Generation Computer Systems, vol. 28, no. 8, pp. 1205-1216, 2012. 

15. C. Newton, M. Jayakkumar, and P. Ranjith, “xMIDURR: A Quality of Service Technique to Save Energy in Mobile 

Ad Hoc Networks,” International Journal of Control Theory and Applications, vol. 9, no. 27, pp. 561-567, 2016. 

16. C. Newton, P. Ranjith, and M. J. Aragon, “A Mathematical Model for LOCA-GAMNET,” International Journal in IT 

and Engineering, vol. 4, no. 11, pp. 18-22, 2016. 

17. C. Newton, P. Ranjith, and S. K. Mohideen, “OPTANT - Optimized Ant Colony Routing for Mobile Ad-Hoc 

Networks,” International Journal of Advanced Research Trends in Engineering and Technology, vol. 4, no. 8, p.12, 

2017. 

18. D. B. Acharya and H. Zhang, “Community detection clustering via Gumbel softmax,” SN Computer Science, vol. 1, 

no. 5, p. 262, 2020. doi: 10.1007/s42979-020-00367-4. 

19. D. B. Acharya and H. Zhang, "Data points clustering via Gumbel softmax," SN Computer Science, vol. 2, no. 4, p. 

311, 2021. Doi: 10.1007/s42979-021-00541-9. 

20. G. H. Adday, S. K. Subramaniam, Z. A. Zukarnain, and N. Samian, “Fault tolerance structures in wireless sensor 

networks (WSNs): Survey, classification, and future directions,” Sensors, vol. 22, no. 16, pp. 6041, 2022. 

21. G. Vemulapalli, “Architecting for real-time decision-making: Building scalable event-driven systems,” International 

Journal of Machine Learning and Artificial Intelligence, vol. 4, no. 4, pp. 1-20, 2023. 

22. G. Vemulapalli, “Self-service analytics implementation strategies for empowering data analysts,” International Journal 

of Machine Learning and Artificial Intelligence, vol. 4, no. 4, pp. 1-14, 2023. 

20



 

Vol. 2, No.1, 2024  

23. M. Malekzadeh, A. A. A. Ghani, and S. Subramaniam, “A new security model to prevent denial-of-service attacks 

and violation of availability in wireless networks,” International Journal of Communication Systems, vol. 25, no. 7, 

pp. 903-925, 2012. 

24. M. Malekzadeh, A. A. A. Ghani, S. Subramaniam, and J. M. Desa, “Validating reliability of OMNeT++ in wireless 

networks DoS attacks: Simulation vs. testbed,” International Journal of Network Security, vol. 13, no. 1, pp. 13-21, 

2011. 

25. M. Sami, N. K. Noordin, M. Khabazian, F. Hashim, and S. Subramaniam, “A survey and taxonomy on medium access 

control strategies for cooperative communication in wireless networks: Research issues and challenges,” IEEE 

Communications Surveys & Tutorials, vol. 18, no. 4, pp. 2493-2521, 2016. 

26. M. Seyedzadegan, M. Othman, B. M. Ali, and S. Subramaniam, “Wireless mesh networks: WMN overview, WMN 

architecture,” International Conference on Communication Engineering and Networks IPCSIT, vol. 19, pp. 2, 2011. 

27. M. Seyedzadegan, M. Othman, B. M. Ali, and S. Subramaniam, “Zero-degree algorithm for internet gateway 

placement in backbone wireless mesh networks,” Journal of Network and Computer Applications, vol. 36, no. 6, pp. 

1705-1723, 2013. 

28. N. M. Al-Kharasani, Z. A. Zulkarnain, S. K. Subramaniam, and Z. M. Hanapi, “An adaptive relay selection scheme 

for enhancing network stability in VANETs,” IEEE Access, vol. 8, no.11, pp. 128757-128765, 2020. 

29. N. M. Al-Kharasani, Z. A. Zulkarnain, S. Subramaniam, and Z. M. Hanapi, “An efficient framework model for 

optimizing routing performance in VANETs,” Sensors, vol. 18, no. 2, pp. 597, 2018. 

30. N. Nokhanji, Z. M. Hanapi, S. Subramaniam, and M. A. Mohamed, “An energy aware distributed clustering algorithm 

using fuzzy logic for wireless sensor networks with non-uniform node distribution,” Wireless Personal 

Communications, vol. 84, no.4, pp. 395-419, 2015. 

31. R. Badeel, S. K. Subramaniam, Z. M. Hanapi, and A. Muhammed, “A review on LiFi network research: Open issues, 

applications and future directions,” Applied Sciences, vol. 11, no. 23, p. 11118, 2021. 

 

 

 

21




